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Abstract—Hyperspectral data acquired from field-based plat-
forms present new challenges for their analysis, particularly for
complex vertical surfaces exposed to large changes in the geometry
and intensity of illumination. The use of hyperspectral data to
map rock types on a vertical mine face is demonstrated, with
a view to providing real-time information for automated mining
applications. The performance of two classification techniques,
namely, spectral angle mapper (SAM) and support vector ma-
chines (SVMs), is compared rigorously using a spectral library
acquired under various conditions of illumination. SAM and SVM
are then applied to a mine face, and results are compared with
geological boundaries mapped in the field. Effects of changing
conditions of illumination, including shadow, were investigated by
applying SAM and SVM to imagery acquired at different times of
the day. As expected, classification of the spectral libraries showed
that, on average, SVM gave superior results for SAM, although
SAM performed better where spectra were acquired under con-
ditions of shadow. In contrast, when applied to hypserspectral
imagery of a mine face, SVM did not perform as well as SAM.
Shadow, through its impact upon spectral curve shape and albedo,
had a profound impact on classification using SAM and SVM.

Index Terms—Geology, hyperspectral imaging, minerals, min-
ing industry, spectral analysis, support vector machines.

1. INTRODUCTION

EMOTELY sensed imagery acquired from field-based

platforms is increasingly being used for a variety of
applications, particularly where nondestructive measurements
are required at very fine spatial scales or in areas which are
too dangerous to allow direct human inspection. Most studies
have, however, been done using multispectral [1], [2] or thermal
imagery [3], [4]. Advances in technology now enable hyper-
spectral imagery to be acquired from field-based platforms,
presenting new challenges and opportunities for its analysis and
application. Hyperspectral imagery from field-based platforms
has been mainly used for agricultural or biological applications
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[51, [6]. Geological applications include mapping stratigraphy
on cliff faces or in open-pit mining to map rock types and
mineralogy on vertical mine walls. There have been few studies
which have done applied hyperspectral imagery to these or
similar applications (but see [7]).

We compare the efficacy of two classification techniques,
namely, spectral angle mapper (SAM) [8] and support vec-
tor machines (SVMs) [9], to classify hyperspectral data from
an open-pit iron ore mine in Western Australia. These were
selected because they are suited to classifying data acquired
under variable surface, illumination, and viewing geometries,
either because they are insensitive to these variations (SAM) or
because they can be trained to recognize them (SVM). There
have been few published comparisons of the performance of
these classifiers [10], and to our knowledge, there have been
no studies on their relative effectiveness in classifying hyper-
spectral imagery acquired from field-based platforms. SAM is
considered to be relatively insensitive to variations in albedo,
topography, or illumination [11]-[13]. SVM is a statistical ma-
chine learning technique which has shown to be superior to con-
ventional methods such as maximum likelihood classification
[14]-[16]. SVM is less sensitive to the “curse of dimension-
ality” problem than other classifiers [17] and has been applied,
with some success, to hyperspectral data [18]—[21]. Initially de-
veloped as a binary classifier, SVM has been modified for mul-
ticlass classification [16], [22]. SVM was selected for this study
because the algorithm has the potential to “learn” the spectral
effects of variable illumination geometry from training data.

Determining the effectiveness of these classification tech-
niques is dependent upon having adequate ground truth—i.e.,
spectra of known samples against which the methods can be
tested. Use of image data as ground truth is problematic because
of mixed pixel effects or because classes within the image
cannot be precisely identified or located at the required spatial
resolution. Vertical mine faces are unstable, and mapping the
distribution of rocks is often done from a distance and at coarse
spatial resolutions, which does not allow rigorous tests of the
performance of techniques. Therefore, the relative performance
of SAM and SVM was first determined using libraries of field
spectra of common rock types found at the mine site, thus
allowing precise identification of rock classes. A “reference”
spectral library, acquired in the laboratory from rock cores, was
used to classify several “test” spectral libraries of rock cores
and whole rock samples, acquired under different conditions
of illumination, specifically under conditions of direct sunlight,
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shadow, and with variable viewing geometries (+15°—20° from
nadir).

Using information from this analysis, SAM and SVM were
then applied to hyperspectral imagery acquired from a vertical
mine face, where the distribution of rock types and the position
of geological boundaries were known. The objective was to
use library spectra of known rock types (samples) to classify
imagery of the whole mine face, thus enabling ore-bearing and
non-ore-bearing rocks to be separated. In the large majority of
studies, classification using SVM is done using training data ex-
tracted from the image being classified or from adjacent images
(see, e.g., [10], [16], [23], and [24]). Instead, this study will use
independent spectral libraries to train the SVM. This approach
is crucial if hyperspectral data from any mine face within the
open-pit mine are to be classified without a priori knowledge.

Analysis of hyperspectral imagery acquired from field-based
platforms is complicated by the variable geometric relation-
ships between the source of illumination (the sun) and the tar-
get, which itself has a complex geometry. Such surfaces reflect
light in complex ways, introducing variability in brightness or
color that is unrelated to mineralogy or rock type. This is a
particular problem when imaging vertical surfaces from field-
based platforms. Any objective comparison of the effectiveness
of techniques must necessarily include analyses of the effects of
changing illumination on classification. The effects of changing
illumination, including shadow, on classification are evaluated
by applying SAM and SVM to hyperspectral images acquired
from the same mine face at different times of the day.

II. MATERIALS AND METHODS
A. Geology of the Study Area

The study area is located at the West Angelas mine in the
Hamersley Province of the Pilbara Region of Western Australia.
The province is characterized by extensive (80000 km?)
banded iron formation (BIF) composed of multiple layers
of iron oxides, including Magnetite (Fe3O,) and Hematite
(Feo03), with alternating bands of carbonate and chert. Super-
gene enrichment has formed a Martite—-Goethite and Goethite
iron ore deposit. Thin bands of volcanic shale are also present
and act as marker horizons for exploration. Extensive beds
of Shale and Manganiferous shale are also present. Mining is
conducted via conventional drill and blast open-pit operations.

B. Spectral Libraries

Reflectance spectra (350-2500 nm) were acquired from the
main rock types present at West Angelas (Table I) using an
ASD spectrometer fitted with an 8° foreoptic. A spectrum of a
calibration panel (~99% Spectralon) was acquired prior to each
target spectrum. Laboratory spectra were acquired using a con-
sistent geometry between the sensor head, target, and a halogen
light source. The light source was at a distance of 30 cm from
the target, at an angle of 45°. Spectra acquired under natural
light were measured within 2 h of local noon (solar azimuth
of 34.69°-321.87° and solar elevation of 34.08°-35.79°). The
field of view of the spectrometer was 3.6 cm?. The archived
spectrum of each target area of rock was an average of 30
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TABLE 1
ROCK TYPES INCLUDED IN EACH SPECTRAL LIBRARY. SHALE 1
AND SHALE 2 WERE NOT SAMPLED IN T-WHOLE ROCK

Class no. Class Description Ore-bearing

1 Martite Martite — soft to hard texture. Yes
Red-brown, yellow and grey.

2 Goethite Ochreous goethite - chalky in ~ Yes
appearance. Yellow to brown.

3 BIF Banded Iron Formation. Hard.  No
High chert (silica) content.

4 Chert Chert (silica). Hard. No
Light cream-brown to yellow.

5 Shale West Angelas Shale. Soft. No
Pink to yellow. Kaolinitic.

6 Manganiferous- Shale with abundant manganese.

shale Soft. Dark brown to black. No

Kaolinitic. Veins of pyrolusite.

7 Kaolinite Water-reactive-clay. Soft. No
White-pink.

8 Shale 1 Volcanic shale. Soft. No
Light cream. Kaolinitic.
Used as a marker horizon.

9 Shale 2 Volcanic shale. Soft. No

Light cream. Kaolinitic.
Used as a marker horizon.

individual spectra. All spectra were converted to reflectance and
convolved to the bandpasses of the imaging sensors.

For training, a “reference” spectral library was created from
samples of rock which were homogenous over an area greater
than the field of view of the spectrometer (Fig. 1). To allow pre-
cise identification of rock and to provide a standard fresh sur-
face of rock for measurement, the spectral library was created
from cores of rock (10 cm wide) obtained using a diamond drill.
Four separate “test libraries” of known rock samples (Table I)
were created to test the performance of SAM and SVM.

1) Cores of rock measured under direct sunlight (T-sun).
Spectra were measured with the sensor head oriented
normal to the target.

2) Cores of rock measured under shadow (T-shadow). These
spectra were spatially matched with T-sun. After the cali-
bration panel was measured in direct sunlight, a spectrum
of the rock surface was taken with the direct solar beam
occluded from a distance of 2 m, casting a shadow over
the surface of the sample. This library was used to assess
the impact of shadow on classification.

3) Cores of rock measured from oblique viewing angles
(£15°—20° from nadir) under direct sunlight (T-oblique).
Acquisition of spectra in this way was done to simulate
changing viewing geometry/illumination on classification.

4) Whole rock samples acquired in the laboratory (T-whole
rock). Rock samples were of the same rock types as in the
rock cores. This library was used to test if spectra of pure
rock samples from the reference library were suitable
proxies for classifying spectra of whole rocks.
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Fig. 1.

C. Hyperspectral Imagery

1) Acquisition: Hyperspectral images were acquired from
vertical mine faces from a distance of 30 m, using separate
visible infrared (VNIR; 400-970 nm) and shortwave infrared
(SWIR; 971-2516 nm) sensors (Specim, Finland) mounted
adjacently on a rotating stage. The VNIR and SWIR imagers
had full-width at half-maximum spectral resolutions of 2.22 and
6.35 nm, respectively. The spatial resolution (i.e., pixel dimen-
sions) of the VNIR sensor was 6 cm, and that of the SWIR sen-
sor was 12 cm. A calibration panel (99% reflective Spectralon;
30 cm by 30 cm) was placed next to the mine face during image
acquisition. Integration time of each sensor was adjusted so that
the brightest objects within the scene did not saturate.

Imagery was acquired from two mine faces. 1) A mine face
which displayed several exposed geological zones characteris-
tic of West Angelas (the “geology image”). This image was
used to test how well the different methods of classification
were able to distinguish geological zones on the mine face.
2) A mine face that had an orientation and geometry which
experienced large variations in the angle and amount of incident
illumination during the course of the day. Imagery was acquired
at 11:30 A.M. (“no shadow” image) and 1:30 P.M. (“shadow”
image) local time. The “shadow” image had areas of shadow
which had been unshadowed in the “no shadow” image. These
images were used to access the impact of shadow on the spectral
signature and on classification.

2) Image Preprocessing and Calibration: A correction was
applied to the spectrum at each pixel in the VNIR images to
remove an artifact (an increase in reflectance toward shorter
wavelengths) caused by an accumulation of charge in the
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Wavelength (nm)

500 750 1000 1250 1500 1750 2000 2250
Wavelength (nm)

Average spectra of rock classes in the reference library (£95% confidence interval is defined by the gray area).

detectors. Dark current was then subtracted from the VNIR
and SWIR images. Each band was calibrated to reflectance by
dividing it by the average of the pixels over the calibration panel
and multiplying by the reflectance factor of the calibration
panel [25].

Image spectra showed large increases in noise due to reduced
sensor sensitivity toward the longer end of the VNIR sensor and
the shorter end of the SWIR sensor (971-1027 nm) and also
at wavelengths longer than 2335 nm. These spectral regions,
together with wavelengths affected by atmospheric water ab-
sorption (1345-1432 nm and 1800-1962 nm), were removed,
leaving 409 bands of data. The “shadow” and “no shadow”
images were spatially registered using multiple ground control
points.

D. Classification

1) SAM: Classification using SAM is done by assigning a
class to an unknown spectrum if the angle, in multivariate
space, between it and a known library spectrum is less than a
certain threshold (expressed in radians). Spectra may exhibit a
characteristic shape or have diagnostic absorption features, but
large amounts of variability can occur among replicate spectra
of the same rock type or sample [26]. Because library spectra
for each rock type were collected from cores of apparently
homogenous composition, one library spectrum could not be
selected over another as being representative for a particular
rock type. SAM was therefore implemented using all reference
library spectra for each rock type. Thus, spectra of all rock
types in each test library were classified by comparing them
with each library spectrum for a particular rock type, i.e.,
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TABLE 1II
SPECTRAL ANGLE (IN RADIANS) OF OPTIMAL CLASSIFICATION FOR EACH TEST LIBRARY. THE F-MEASURE AND KAPPA COLUMNS INDICATE THE
ANGLES AT WHICH SAM Is OPTIMALLY PERFORMING, MAXIMIZING THESE CRITERIA RESPECTIVELY. ASTERISKS INDICATE STATISTICALLY
SIGNIFICANT DIFFERENCES IN ANGLES FROM T-SHADOW (P < 0.05). Shale(M) = Manganiferous shale

T-sun T-shadow T-oblique T-whole rock

Rock-type F-measure Kappa F-measure Kappa F-measure Kappa F-measure Kappa
Shale(M) 0.109 0.085 0.17 0.169 0.116 0.1 0.091 0.087
Shale 0.064 0.067 0.105 0.115 0.08 0.064 0.086 0.062
Goethite 0.1 0.083 0.145 0.128 0.084 0.089 0.079 0.069
Chert 0.077 0.087 0.114 0.462 0.078 0.072 0.062 0.058
BIF 0.072 0.09 0.087 0.085 0.079 0.079 0.054 0.062
Kaolinite 0.092 0.061 0.095 0.331 0.079 0.059 0.115 0.086
Martite 0.108 0.108 0.123 0.137 0.125 0.12 0.115 0.086
Shale 1 0.052 0.033 0.083 0.116 0.047 0.039 - -

Shale 2 0.044 0.041 0.089 0.087 0.036 0.033 - -

Average 0.079* 0.072* 0.112 0.181 0.08* 0.072* 0.093 0.078

using a “one versus all” approach. This was repeated for each
rock type in the reference library until all spectra in each test
library were classified. Results showed that the optimal angular
threshold for classification (i.e., the angle that provided the best
classification performance) varied among rock types. Statistics
describing the performance of SAM were therefore generated
independently for each 0.001-rad increment between O and
0.4 rad. The outcome of this analysis was a set of statistics that
described the performance of SAM for classifying each rock
type in each of the test libraries.

Classification of the test libraries showed that performance
of SAM depended upon the choice of the reference spectrum.
The angular threshold, which yielded the optimal classification,
was found to vary among different rock types and conditions
of illumination. Setting a single angle for all rock types was
therefore not appropriate. SAM was therefore used to classify
all images by calculating the spectral angle between the spec-
trum at each image pixel and all spectra in a spectral library
formed by combining the reference and all test libraries (916
spectra in total). Classification using SAM was done in two
ways. An image pixel was classified according to the following:
1) minimal angle—the class of the reference spectrum with
which it had the smallest angle and 2) majority class—the
majority class of the reference spectra which had the ten
smallest angles with the pixel spectrum. Pixels which had
an angle greater than 0.181 rad (the maximal optimal angle
of classification of the test libraries; see Table II) were not
classified.

2) SVM: Our implementation of SVM, outlined here, is
derived from the work of Vapnik [9]. The main theoretical prin-
ciple that drives SVMs is “structural risk minimization,” which
is a method for model selection that provides a quantitative
characterization of the tradeoff between the complexity of the
approximating function and the training error of the data. This
theoretical result addresses the problem of overfitting and is
used by SVMs to choose an optimal model complexity for a
given data set. The SVM algorithm seeks to find a separating
decision surface that maximizes the margin of separation be-
tween two linearly separable point sets. Furthermore, outliers
and noise in the data are easily handled by using slack variables
to relax the margin constraints. Details about the algorithm can
be found in standard texts on SVMs (see, e.g., [27] and [29]).
Our implementation uses quadratic programming to optimize
the SVM [27].

To extend the algorithm to perform nonlinear classification,
SVMs make use of kernel machine theory, which represents
the input vectors in a high dimensional feature space, where
the transformed data points become linearly separable. If the
kernel function can be written as a dot product in feature space,
then there is no need to calculate the feature vectors explicitly;
they can be simply replaced by kernel values. This procedure—
known as the “kernel trick”—is used here and corresponds to
a nonlinear classification performed in the input space. The
algorithm to train a nonlinear SVM is mostly analogous to
the linear SVM, but in this case, the search is for a separating
decision surface in feature space.

Popular choices for kernel functions are the dth degree
polynomial

k(z,a') = (1+ (z,2')) (1)

and the Gaussian radial basis function (RBF)

1112
k(z,2") = exp <_|x | ) : @)

202

Note that a first-order polynomial kernel, d = 1, is a linear
kernel. The RBF kernel is equivalent to mapping the input
features into an infinite dimensional space. We considered
other kernels that have been proposed which take into account
physical characteristics of hyperspectral data (see, e.g., [30]).
However, due to the somewhat mixed results reported and to
allow comparison with other studies using SVMs, we decided
to use the polynomial and RBF kernels in our investigation.

To perform classification, the standard procedure is to apply
a hard decision function to the final SVM. We adopted an
alternative approach that makes use of probabilistic estimates
of class membership. Probabilistic predictions are particularly
useful for problems having more than two classes, as is the case
here. The decision is made based on a winner-takes-all strategy,
i.e., the winning class is the one with highest probability. To
obtain probabilistic estimates, we transformed the SVM output
to represent the likelihood of class membership, as in [31]. The
probabilities were obtained by fitting a parametric model to
the output of the SVM; the parameters were calculated by the
numerical optimization method proposed in [32].

Because the standard SVM performs a binary classification,
modifications were required to make it applicable for multiple
classes. We applied the two main approaches to solve the
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multiclass problems: 1) one against all, where a classifier tests
for the presence or absence of each class compared to the rest,
and 2) and one against one, where the classes are grouped in
pairs and a classifier is learned for each pair. We used the former
to classify the spectral libraries, as it allowed direct comparison
with SAM, and the latter to classify the hyperspectral images,
since it produced better qualitative results. In the one-against-
one approach, individual class probabilities were derived from
the pairwise probabilities using a Bradley—Terry model [33].
In both approaches, once the probability estimates for each
class have been calculated, the classification decision was made
based on the most probable class.

3) Classification Performance: A standard set of statistics
was used to determine the classification performance. For each
classification, the numbers of true-positive, false-positive, true-
negative, and false-negative classifications for each rock type
were tabulated. From these, statistics were derived including
accuracy, precision, and recall. Recall measures the quantity
of positive results predicted by the classifier. It is the number
of positive results predicted divided by the total number of
results that should have been returned. Precision is a measure
of the quality of the results predicted and is the number of
positive results predicted divided by the total number of results
returned [34]. Receiver operating characteristic (ROC) curves
were generated from the false-positive rate (FPR) and the true-
positive rate (TPR) [35]. Final comparison of the performance
of SAM and SVM was done using the F-measure, which
combines the information in precision and recall [36], the kappa
coefficient of agreement (Kappa) [37], [38], and the area under
the ROC curve (AUC-ROC) [39].

The optimal performance of SAM was defined as the spectral
angle at which precision and recall intersected—the break-even
point (Fig. 2). The F-measure was calculated from precision
and recall at this point. The optimal performance of SAM, as
measured by Kappa, was defined as its maximal value across
all angles.

The images classified using SAM and SVM were analyzed
quantitatively by generating statistics describing the change
in classes, on a per-pixel basis, between the “no shadow”
and “shadow” images. Confusion matrices were constructed
showing the percentage of the total number of pixels assigned to
each class in the “no shadow” image which were subsequently
assigned to each class in the “shadow” image. The proportional
change in the total number of pixels in each class between the
“no shadow” image and the “shadow” image was calculated.

III. RESULTS
A. Classification of the Test Spectral Libraries

1) SAM: The angular threshold that yielded optimal perfor-
mance in classification varied among rock types and among
test libraries (see Table II and Fig. 2) and was different among
performance measures. Spectra in T-shadow required a larger
spectral angle than other test libraries to achieve the optimal
classification performance. This was significant (P < 0.05 and
n = 9) in all cases, with the exception of T-whole (Table II).

Classification performance also varied according to which
reference spectrum was used. ROC curves showed that some
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Fig. 2. Performance measures for SAM in classifying library spectra of
Manganiferous shale. Left column: Accuracy (===, precision (==1), recall

(++v), and Kappa (mssssm) as a function of threshold spectral angle. Right
column: ROC curves of the TPR plotted against FPR. Each curve represents
classification performance using a single reference spectrum. (a) T-sun. (b) T-
shadow. (c) T-oblique. (d) T-whole rock. Optimal classification performance
using Kappa was defined as its maximal value [arrow “x1” in (a)]. The F-
measure is calculated from precision and recall at their point of intersection
[arrow “x2” in (a)]. Note shifting of optimal classification threshold for SAM
to wider angles for spectra acquired in shadow [arrow in (b)].

rock types (e.g., Goethite) showed little variation among refer-
ence spectra in the performance of classification, but other rock
types showed large (e.g., BIF) or intermediate (e.g., Martite)
amounts of variability (Fig. 3).

The different measures of performance for SAM for each
test library gave inconsistent results (Table III). For example,
in T-sun [Table III(a)], the F-measure indicated that, compared
with other rock types, SAM was most successful in classifying
Shale (rank = 1). However, for the Kappa and AUC-ROC
performance measures, Shale was, respectively, third and fifth
in the ranking. Performance statistics were also inconsistent
across test libraries. SAM was more effective at classifying
some rock types than others (Table III).

Taken together, these results had two major implications
for how SAM was used to classify hyperspectral imagery of
mine faces. First, the variability in the optimal spectral angle
between libraries and rock types indicated that a single angular
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TABLE III

CLASSIFICATION PERFORMANCE OF SAM AND SVM (POLYNOMIAL
KERNEL), MEASURED BY THE F-MEASURE, KAPPA COEFFICIENT, AND
AUC-ROC FOR EACH TEST SPECTRAL LIBRARY. FOR T-WHOLE ROCK,

THERE ARE NO SAMPLES FOR THE MARKER SHALES (SHALE 1 AND
SHALE 2). RANKINGS (1-9) OF PERFORMANCE FOR EACH ROCK TYPE

ARE SHOWN AS A PARENTHESIZED SUPERSCRIPT AFTER EACH
PERFORMANCE MEASURE. Shale(M) = Manganiferous shale

a)
Rock type F measure Kappa AUC-ROC

SAM SVM SAM SVM SAM SVYM
Shalc(M) 0.569 1.000 (D 0.591 @ 1.000 D 0.880 @ 1.000 D
Shale 0.663 1 0.750 @ 0.632 4 0711 ® 0.870 0.980 @
Gocthite 0.567© 0.545© 0.569 ®) 0.507 © 0871 @ 1.000 M
Chert 0.156 0.888 @ 0.098 ©) 0879 @ 0.481 @ 1.000 (O
BIF 0.254® 0.857 3 0.191 ® 0.837 3 0.705 ® 0.986
Kaolinite 04727 0.666 ) 0.499 7 0.603 0.848 © 0973 @
Martite 0.623@ 1.000 ® 0.561© 1.000 D 0.839 (" 1.000 O
Shale 1 0.595@ 0.500 7 0.671 @ 04220 0.963 @ 0.880 ©)
Shale 2 0.600 0.000 ® 0.852 M 0.000 ® 0970 ® 1.000 ®
Overall 0.502 0.689 0.518 0.662 0.825 0.980
b)
Rock type F measure Kappa AUC-ROC

SAM SVM SAM SVM SAM SVM
Shale(M) 0.529 @ 0.800 0.475@ 0781V 0.874 1.000 D
Shale 0.591 0.000 0.585 0.000 @ 0.951 @ 0.890 ¥
Goethite 0.530 @ 0.000® 0482 0.000® 0.855 @ 1.000 )
Chert 0.006 0.000® 0.000© 0.000® 0.140© 1.000 D
BIF 0329 ©@ 0.000 ® 0258 © 0.000 @ 0.759 © 0.853
Kaolinite 0.066 ™ 0.000® 0.034® 0.000® 0.421® 0.893 @
Martite 0362 0333® 0279 0.125® 0.739 © 0.880 @
Shale 1 0.031® 0.000® 0.1877 0.000® 0.708 7 0.683 ©
Shale 2 0.588 @ 0.000® 0.655 " 0.000 @ 0965V 1.000 M
Overall 0.377 0.126 0.328 0.100 0.712 0.9115
<)
Rock type F measure Kappa AUC-ROC

SAM SVM SAM SVM SAM SVM
Shale(M) 0.688 () 1.000 D 0.650 1.000 M 0918 1.000 ©
Shale 0.634 @ 0.833® 0.635 0.808 @ 0.886 0.986 @
Goethite 0.655@ 04137 0.608 ¥ 0.382© 0.895 @ 0.986
Chert 0.266 ® 1.000 V) 0.235® 1.000 M 0.713® 1.000 ("
BIF 0.203 0,697 0.116© 0659 0.611© 0,971
Kaolinite 0485 0.758 @ 0.561© 0739 0.878 © 0.980 @
Martite 0.6170) 0.963 @ 0.520 D 0952 0.828 M 0.999 @
Shale 1 0.576 © 0428® 0.599 ® 0382© 0.960 @ 0918 ©
Shale 2 0.640 @ 1.000 © 0.641 @ 1.000 ™ 0.980 © 1.000 ™
Overall 0.529 0.788 0.507 0.767 0.852 0.982
4
Rock type F measure Kappa AUC-ROC

SAM SVM SAM SVM SAM SYM
Shale(M) 0.689 M 0.888 0.697 1 0.887 1 0979 M 1.000
Shale 0327@ 0,039 7 0297 0.034© 0.713% 02770
Goethite 0347 @ 0359 ® 0275@ 0289 0.793@ 08714
Chert 0.070 7 0.075© 0.028 M -0.004 7 0.550 9 0.707©@
BIF 0.103© 0.491 ¥ 0.057© 0450 ® 0.546 " 0.916®
Kaolinite 0.168 ) 0.610? 0.045 © 0536 0359 © 0.759 @
Martite 0.581@ 0.809 @ 0.306 @ 0.698 0.668 0.957®
Overall 0.327 0.467 0.243 0413 0.658 0.783

threshold could not be specified to optimally classify all rock
types under different conditions of illumination, particularly
under conditions of shadow. Second, variability in classification
performance among reference spectra indicated that no one
reference spectrum could be used as a “typical” example for
any one rock type.

TABLE IV
CLASSIFICATION PERFORMANCE OF SVM USING POLYNOMIAL
AND RBF KERNELS FOR EACH TEST LIBRARY

Library F measure Kappa AUC-ROC
Polynomial RBF  Polynomial RBF  Polynomial RBF
T-sun 0.689 0.792 0.662 0.771 0.98 0.982
T-shadow 0.126 0.185 0.1 0.164 0.911 0.894
T-oblique 0.788 0.796 0.769 0.778 0.982 0.978
T-whole rock 0.467 0.557 0.413 0.505 0.783 0.85
Overall 0.52 0.584 0.49 0.557 0.922 0.93

2) SVM: To classify the spectral libraries, the SVMs were
applied to each rock type in a one-against-all approach, but
without performing the winner-takes-all decision. The param-
eters for each kernel, polynomial and RBF, were optimized
to maximize the averaged performance of the one-against-all
binary classifiers. For the polynomial kernel, the first-degree
polynomial was the best overall (Table III). The SVM using the
two kernels had relatively high predictive accuracies, reaching
over 90% (Table 1V). Both kernels performed very closely in
all metrics.

Like SAM, the different measures of performance gave in-
consistent results for several rock types (Table III). SVM was
more successful in classifying some rocks (e.g., Manganiferous
shale) than others (Shale 1). Performance measures also varied
across the different test libraries. SVM, on average, was effec-
tive at classifying T-oblique and T-sun but performed less well
for T-shadow and T-whole rock.

Overall, SVM performed much better than SAM in classi-
fying rocks from each of the test libraries. In only one case
(T-shadow) did SAM give superior results to SVM, for some
performance measures (F-measure and Kappa).

B. Hyperspectral Imagery—Mapping of Geological Zones

1) SAM: A contrast-enhanced true-color composite of ge-
ology image with overlaid geological boundaries and zones is
shown in Fig. 4, for context. Classification using the minimal
angle and majority class criteria gave similar results (Fig. 5).
Shale and Manganiferous shale (Zones 1 and 2) were dis-
tinguished from rocks with greater iron content (Zones 3-7).
The transition between the shales and mixed shale/ore zone
is shown as an abrupt change is class from Manganiferous
shale to Goethite and Manganiferous shale, coincident with
the boundary mapped in the field. Zone 5 is distinguished by
an increase in the number of pixels classed as Martite and
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Fig. 4. Geology image: Contrast-enhanced true-color composite with overlaid geological boundaries mapped in the field. Geological zones are indicated by
numbers. (1) Shale. (2) Manganiferous shale. (3) Mixed shale and ore zone (Goethite, Shale, and Martite). (4) Ore zone (dominant Goethite with Martite
background). (5) Ore zone (dominant Martite with Goethite background). (6) Ore zone (dominant Goethite with Martite). (7) Ore zone (dominant Martite with

Goethite background, Chert). Shaded areas indicated by “S.”

Fig. 5.

Goethite
M Martite
S N

Unclass
aolinite

SAM classification of the geology image. The dotted line delineates boundary of the rill that has accumulated at the bottom of the mine face. Unclass =

unclassified. Shale(M) = Manganiferous shale. (a) SAM (minimal angle). (b) SAM (majority class).

Kaolinite. The pixels classed as Shale in Zones 4 and 5 were
observed in the field to be Shale, but they are part of the
rill slope which has accumulated at the base of the face and
therefore were not characteristic of the rock types native to
these zones. The boundary mapped in the field between Zone
5 and the goethitic Zone 6 was delineated by a change in
class from Martite/Kaolinite to Goethite. The main difference
between the minimal angle and majority class images is the
number of pixels classified as Chert (Zone 7).

The SAM classification agrees with the distribution of rock
types as mapped in the field, indicating that the library spectra
acquired from cores and whole rocks are suitable independent
proxies for the bulk rock types as presented on the mine face.
The percentage contribution of each spectral library in the
combined library to the SAM classification using the minimal
angle criterion varied (Table V). The areas left unclassified
by having angles greater than 0.181 rad (the maximal angle
identified from a classification of the test libraries; Table II)
are coincident with the areas of shadow in the original image
(cf. Figs. 4 and 5).

2) SVM: SVMs were trained using the combined spectral
libraries in a multiclass framework. Preliminary experiments
indicated that the one-against-one approach was faster to train
and produced better results (qualitatively) than the one-against-
all approach for this image, considering the number of classes.
However, the SVM parameters had to be reoptimized to work
on the imagery, by k-fold cross-validation of the combined
spectral library. In this test, the RBF kernel performed better
than the polynomial kernel.

TABLE V
PERCENTAGE CONTRIBUTION OF EACH SPECTRAL LIBRARY TO
SAM CLASSIFICATION (MINIMAL ANGLE CRITERION) OF THE
GEOLOGY, “NO SHADOW,” AND “SHADOW” IMAGES

Image
Spectral library Geology No shadow Shadow
Reference 36.44 9.85 11.5
T-sun 291 0.33 0.82
T-shadow 0.13 0.08 0.05
T-oblique 15.72 1.21 22
T-whole rock 44.77 88.51 85.36

Notwithstanding the good performance presented on cross-
validation tests, the RBF kernel did not deliver the same good
results in classifying imagery of the mine face. Contrary to
expectations, the polynomial kernel performed surprisingly
well. The classification using the polynomial kernel [Fig. 6(a)]
agrees with SAM for some rock types (Zones 1 and 2) but not
others (Zones 3-7). Unlike SAM, SVM did not delineate the
different zones of ore mapped in the field. The mixed shale and
ore zone (Zone 3) was incorrectly classed by the polynomial
kernel as dominant Shale. The RBF kernel [Fig. 6(b)] produced
a better map of some geological zones (e.g., Zone 3) than did
the polynomial kernel, but not others. Zone 1, for example,
was incorrectly mapped as having large amounts of Martite.
Some areas of shadow in the image (location “S” on the left of
the image; Fig. 4) are incorrectly classified by the RBF kernel
as Kaolinite [Fig. 6(b)]. Other areas in shadow (e.g., areas of
shadow in Zone 3; Fig. 4) are, however, correctly classified by
the RBF as Goethite [Fig. 6(b)].
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ale(M)
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Fig. 6. SVM classification of the geology image. Unclass = unclassified. Shale(M) = Manganiferous shale. (a) First-order polynomial kernel. (b) RBF kernel.

3 &4

Fig. 7. Contrast-enhanced true-color composites of images acquired at different times of day: (a) “No shadow” image (11:30 local time) and (b) “shadow” image
(13:30 local time). Geological boundaries mapped in the field are consistent with Fig. 4. Areas which are affected by shadow in the “shade” image are indicated

by “S1” and “S2.”

Unclass
Kaolinite
M BIF
Goethite
M Martite
S

Unclass

Kaolinite
M BIF

Goethite

Shale 1
Shale 2

HEChert

Fig. 8. SAM (majority class) classification of images acquired at different times of day. Unclass = unclassified. Shale(M) = Manganiferous shale. (a) “No
shadow” image. Areas of the image, which subsequently become shadowed in the “shadow” image, are indicated by “S1” and “S2.” (b) “Shadow” image. Areas

of the image, which are shadowed, are indicated by “S1” and “S2.”

C. Hyperspectral Imagery—Comparison of “No Shadow” and
“Shadow’ Images

Contrast-enhanced true-color composites show changes in
illumination as localized increases in shadow (locations S1 or
S2; Fig. 7) or as variations in intensity or color due to shading.

1) Differences in Classification Results Between Images:
Qualitatively, SAM and SVM effectively delineated the shale
zones (right) and the ore zones (left) in both the “no shadow”
and “shadow” images (cf. Figs. 8 and 9). Because the SAM
classifications produced using minimal angle and majority
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&

Unc
Kaolinite

B Chert )

Fig. 9. SVM (first-order polynomial kernel) classification of images acquired at different times of day. Unclass = unclassified. Shale(M) =
Manganiferous shale. (a) “No shadow” image. Areas of the image, which subsequently become shadowed in the “shadow” image, are indicated by “S1” and
“S2.” (b) “Shadow” image. Areas of the image, which are shadowed, are indicated by “S1”" and “S2.”

class criteria gave similar results, only the latter is shown in
Fig. 8. There was an increase in small-scale spatial variability
in classes (“noise”) in the classified “shadow” image for the
SAM and SVM classified images. Analyses showed that large
numbers of pixels were assigned to a class in the “shadow”
image which was different to the class they were originally
assigned in the “no shadow” image (Table VI).

For SAM, the distribution and numbers of pixels assigned
to each class differed markedly between the “no shadow” and
“shadow” images. The most obvious changes in classification
are in areas of shadow (S1 and S2; cf. Figs. 7 and 8). The
dominant class near location “S1” in the “no shadow” image
was Martite, but in the “shadow” image, pixels at this location
were classified as Goethite [cf. Fig. 8(a) and (b)]. Similarly,
at location S2 in the “no shadow” image, pixels were mainly
classified as Shale, but as Manganiferous shale in the “shadow”
image. Quantitative analysis of the change in classes reflects the
qualitative changes observed in the images [note the increase
in proportion of Goethite and Manganiferous shale pixels;
Table VI(a) and (b)]. The percentage contribution of each
spectral library within the combined library to the SAM classi-
fication was similar for the “shadow” and “no shadow” images,
with the large majority of spectra coming from T-whole rock
(Table V).

For SVM, the impact of shadow appeared to be less in
the SVM than in the SAM classified image (e.g., location
S1; Fig. 9). There was an increase in small-scale variability
in classes, but unlike SAM, no spatially coherent change in
class was observed. At location S2, however, a large num-
ber of the pixels originally classified as Shale in the “no
shadow” image were reclassified as Manganiferous shale in
the “shadow” image; this is consistent with the classification
using SAM.

2) Links Between Changes in Pixel Class and Changes in
Reflectance: Analyses were done to determine if the change
in reflectance between the “no shadow” and “shadow” images
was greater or smaller for pixels which changed class than for
pixels which did not change class. The average reflectance at
each pixel across all wavelengths was calculated separately for
the “no shadow” and “shadow” images. The average reflectance

of the “shadow image” was then subtracted from the average
of the “no shadow” image on a pixel-by-pixel basis, taking the
absolute value. This difference was matched, at each pixel, with
the SAM and SVM classified images. Pixels which remained
the same class between the “no shadow” and “shadow” images
had significantly smaller differences in reflectance than did
pixels which changed class (Table VII).

3) Links Between Changes in Class and Changes in Shape of
the Spectral Curve: The aforementioned findings and qualita-
tive examination of the classified images indicated that spatially
coherent changes in class occurred in those regions of the image
which were unshadowed in the “no shadow” image but which
became shadowed in the “shadow” image (locations S1 and S2
in Figs. 7 and 8). Because these changes in class were most
pronounced in the SAM classification which is theoretically
invariant to illumination, it was important to understand how
the effects of shadow caused SAM to assign a different class to
the same pixels between the “no shadow” image (where there
they illuminated by direct sunlight) and in the “shadow images”
(where they had become shadowed). The hypothesis was that
shadow has an impact upon the shape of the spectral curve,
thus causing a change in class. The change in class of pixels
near location S1 was generally from Martite to Goethite, and
at S2 from Shale to Manganiferous shale. Pixels which did not
change class near these locations remained as Martite (S1) or
Shale (S2).

Replicate pixels (n = 5) which did not change class or which
changed class were identified near each location (S1 and S2),
and their pixel spectra extracted (Fig. 10). As expected, all
pixels which did not change class were found in areas which
were directly illuminated by the sun in both the “no shadow”
and “shadow” images, and all pixels which changed class were
found in areas that were directly illuminated by the sun in
the “no shadow” image but were shadowed in the “shadow”
image. Spectra of pixels, which changed from Martite to Geoth-
ite, showed a distinct increase in spectral slope between the
VNIR and SWIR [indicated by arrows in Fig. 10(a)]. This
caused the spectrum to become more like Goethite than Martite,
explaining the change in class made by SAM. The increase in
spectral slope was not found in spectra which did not change
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TABLE VI
PERCENTAGE OF THE fotal NUMBER OF PIXELS ASSIGNED TO EACH CLASS IN THE “NO SHADOW” IMAGE (COLUMNS)
THAT HAVE BEEN ASSIGNED TO each CLASS IN THE “SHADOW” IMAGE (ROWS). DIAGONAL VALUES (IN BOLD)
INDICATE THE PERCENTAGE OF PIXELS WHICH ARE THE SAME CLASS IN BOTH THE “NO SHADOW” AND
“SHADOW IMAGES.” THE LAST COLUMN SHOWS THE PROPORTIONAL CHANGE IN THE TOTAL NUMBER
OF PIXELS IN EACH CLASS FROM THE “NO SHADOW” IMAGE TO THE “SHADOW IMAGE.”
“—” INDICATES THAT NO PIXELS FOR THIS CLASS WERE PRESENT IN THE
CLASSIFIED “NO SHADOW IMAGE”. Shale(M) = Manganiferous shale

a) SAM classification using minimal angle.
Kaolinite BIF Goethite Martite Shale Shale(M) Shale 1 Shale2 Chert Prop. change

Kaolinite  28.3 15.9 7.91 133  11.66 129 19.4 - 5.53 0.99
BIF 259 1289 382 688 117 02 2.99 - 3.02 0.84
Geothite 7 6.23  26.09 792 327 017 2239 - 3.02 1.24
Martite 1894 5822 4724 6457 48l 1.86 16.42 - 66.83 0.93
Shale 3439 418 1245 3.86 5655 243 29.85 - 1.76 0.82
Shale(M)  7.18 1.59 1.9 1.05 225 7218 8.96 - 0.5 2.30
Shale 1 0.01 0.05 0.02 0.03 001 00 0.0 - 0.0 0.94
Shale 2 0.0 0.01 0.01 0.0 0.0 0.0 0.0 - 0.0 -

Chert 1.05 093 057 238 002 00 0.0 - 19.35 8.70

b) SAM classification using majority class.
Kaolinite BIF Goethite Martite Shale Shale(M) Shale 1 Shale2 Chert Prop. change

Kaolinite  3.32  0.16 0.4 035 147 0.09 0.0 - 0.0 0.60
BIF 1.34 2884 6.7 1.54 083 0.04 5.76 - 14.29 3.39
Geothite 451 16 16.16 533 206 078 1729 - 0.0 2.03
Martite 3575 398 4756 8318 852 088 2203 - 57.14 0.96
Shale 50.63 1426 273 82 7035 21.78 46.44 - 0.0 0.82
Shale(M)  4.21 039 1.28 0.79 16.62 76.41 7.12 - 0.0 3.74
Shale 1 0.18  0.08 052 023 013 001 1.36 - 0.0 1.92
Shale 2 0.0 0.0 0.02 0.0 0.0 0.0 0.0 - 0.0 -

Chert 0.08 047 0.07 039 0.01 00 0.0 - 28.57 84.14

¢) SVM classification using first order polynomial kernel.
Kaolinite BIF Goethite Martite Shale Shale(M) Shale 1 Shale2 Chert Prop. change

Kaolinite  18.85 - - 6.67 479  0.17 - - 6.29 1.65
BIF 0.03 - - 024 0.0 0.00 - - 0.0 368
Geothite 1.54 - - 138 003 0.10 - - 0.09 -
Martite 16.03 - - 7724 425 024 - - 44.45 0.82
Shale 48.82 - - 739 70 11.35 - - 3.76 0.87
Shale(M) 11.67 - - 1.63 2055 88.13 - - 0.17 1.71
Shale 1 0.0 - - 0.0 0.0 0.0 - - 0.0 -
Shale 2 0.0 - - 0.0 0.0 0.0 - - 0.0 -
Chert 0.08 - - 546 001 00 - - 45.24 8.4

class [Fig. 10(b)]. Pixels which changed class from Shale to become more like Manganiferous shale [Fig. 10(c)]. No change
Manganiferous shale similarly showed an increase in slope in slope was observed for Shale pixels which did not change
between the VNIR and SWIR, causing the Shale spectrum to  class [Fig. 10(d)].
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TABLE VII
ABSOLUTE CHANGE IN REFLECTANCE (400-2335 nm) OF PIXELS WHICH HAVE REMAINED THE SAME CLASS (“NOT CHANGED”)
OR WHICH HAVE CHANGED CLASS (“CHANGED”) BETWEEN THE “NO SHADOW” AND “SHADOW” IMAGES.
TESTS FOR SIGNIFICANCE WERE DONE USING A STANDARD STUDENT’S t-TEST

SAM minimal angle

SAM majority class

SVM [* order polynomial

Mean SD P Mean SD P Mean SD P
Not changed 0.59 0.12 <0.001 0.61 020 <0.01 0.59 027 <0.05
Changed 0.94 0.15 0.86 0.30 1.16 0.56
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Fig. 10. Average spectra (n = 5) from the same pixels near location “S1” or “S2” in the “no shadow” (=== and “shadow” (mmsssss) images. The spectrum
from the “shadow” image, rescaled to the brightness of the “no shadow” image, is shown for comparison (== ==). (a) Spectra from directly illuminated pixels near
“S1” which are classified as Martite in the “no shadow” image but which become shaded and classified as Goethite in the “shadow” image. (b) Spectra from
pixels near “S1” which are directly illuminated in the “no shadow” and “shadow” images. Pixels are classified as Martite in both images. Note the slope of the
reflectance curve that is similar for both spectra. (c) Spectra from directly illuminated pixels near “S2” which are classified as Shale in the “no shadow” image but
which become shaded and classified as Manganiferous shale in the “shadow” image. The reflectance offset between the last band of the VNIR sensor and the first
band of the SWIR sensor is indicated by filled circles. (d) Spectra from pixels near “S2” which are directly illuminated in the “no shadow” and “shadow” images.
Pixels are classified as Shale in both images. Note the slope of the reflectance curve that is similar for both spectra.

Closer examination of the spectra indicated that the increase
in slope between the VNIR and SWIR may be caused by a re-
flectance offset between these spectral regions [see Fig. 10(c)].
This offset is characterized by a sharp jump in reflectance from
970 nm (the last band sensed by the VNIR sensor) to 1028 nm
(the first band sensed by the SWIR sensor). To determine if this
reflectance offset was consistently greater for pixels which had
become shadowed, ten replicate regions of interest (each 5 x
5 pixels) were extracted from areas which remained directly
illuminated in both the “no shadow” and ‘“shadow” images
and, separately, from areas which were illuminated in the “no
shadow” image but shadowed in the “shadow” image. The
reflectance offset was significantly greater in the areas which
become shadowed (P < 0.01).

To determine if the increase in reflectance offset in image
spectra from the “shadow” could cause the observed changes in

class, the offset was simulated using library spectra of Martite
and Shale. A reflectance offset was added to all wavelengths
of the spectra > 970 nm, progressively in increments of
0.2%. Martite spectra with increasing offsets were matched
using SAM with library spectra of Martite and, separately,
Goethite. Shale spectra with increasing offsets were matched
with library spectra of Shale and Manganiferous shale. With
increasing offset, spectra of Martite became progressively less
like Martite and more like Goethite, as indicated, respectively,
by the increasing and decreasing spectral angles [Fig. 11(a)].
With increasing offset, spectra of Shale became more like
Manganiferous shale. Similar results were obtained when the
reflectance offset was applied multiplicatively. These findings
indicate that an increase in slope (offset) between the VNIR
and SWIR can cause the dominant changes in class observed
between the “no shadow” and “shadow” images.



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

Spectral angle
f=J

000 005 010 015 020 025 030 035
Reflectance offset

020+

0.18

0.16

0.144

o
<
)

0.104

o

Spectral angle
o
2 R

000 005 010 015 02 025 030 035
Reflectance offset

Fig. 11. Change in spectral angle between a reference spectrum and a target
spectrum to which an additive offset (in 0.2% increments) has been applied to
the reflectance at SWIR wavelengths (> 970 nm). (a) Spectral angle between
a Martite spectrum (with increasing reflectance offset) and, respectively, a
reference spectrum of Martite (===) and Goethite (++++). With increasing
reflectance offset, the target spectrum becomes less like Martite (the spec-
tral angle increases) and more like Goethite (the spectral angle decreases).
(b) Spectral angle between a Shale spectrum (with increasing reflectance offset)
and, respectively, a reference spectrum of Shale (===) and Manganiferous

shale (++++). With increasing reflectance offset, the target spectrum becomes
less like Shale (the spectral angle increases) and more like Manganiferous shale
(the spectral angle decreases).

IV. DISCUSSION
A. Classification of the Test Libraries

SVM consistently performed better than SAM at classi-
fying library spectra of rocks acquired under direct sunlight
or artificial illumination, supporting the conclusions of pre-
vious studies which have shown that SVM is superior to
other commonly used methods of classification (see, e.g., [14]
and [16]). SVM performed poorly, however, on samples for
T-shadow, probably because classification of the test libraries
was done using reference spectra acquired under direct illu-
mination, not shadow. The poor F-measure and Kappa are
due to the SVM classifier having zero positives in many of
the T-shadow samples. Nevertheless, the high AUC-ROC val-
ues show that the SVM models are performing classification,
but the standard threshold for classification (class probabil-
ity greater than 0.5) does not reflect the correct distribution
for those classes, thus causing the zero positives. It was not
expected that SVM would be able to classify classes which
were not presented during training (shadowed rocks), whereas
SAM will always provide a classification on the basis of the
minimal angular match with the library. Both SAM and SVM
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were better at classifying spectra of rock cores than spectra
from whole rocks. Rock cores are free from surface coatings,
and this highlights the need for selecting spectra which are
representative of rocks as they present themselves on the mine
face. Nearly all rocks at the mine are coated, to some degree,
with goethitic dust which blurs the distinction between spectral
classes.

The classification of the spectral libraries identified two limi-
tations of SAM which had implications for how SAM was used
to classify hyperspectral imagery of the mine face. First, the
performance of SAM was dependent on the particular reference
spectrum which was used in the classification. Second, the
optimal spectral angle of classification varied among different
rock types and under conditions of shadow. Thus, no single
reference spectrum could be selected as a “definitive” spectrum
for each class that would yield the optimal classification across
different sets of data. Neither could a single angular threshold
be specified which would provide the optimal classification for
all rocks and under conditions of shadow. SAM was therefore
applied to the images of the mine face using the minimal
angle and majority class criteria. In this way, all spectra in
the combined library were considered in the analysis, and no
threshold had to be set a priori.

B. Classification of Imagery

Differences between library and image spectra may occur
as a consequence of the different approaches used to calibrate
them. Each library spectrum was calibrated using a calibration
measurement obtained under the same conditions of illumina-
tion, thus correcting it for atmospheric absorption and changes
in incident illumination. Image spectra were calibrated using a
calibration panel placed within a fully illuminated part of the
image. This was problematic because the complex geometry
of the mine face meant that it had a range of orientations
with respect to the sun; thus, some image spectra were lo-
cated in areas of shadow. Our study showed that spectra in
shadowed areas of the mine face have a different curve shape
to spectra of pixels directly illuminated by the sun (i.e., an
increase in slope between VNIR and SWIR wavelengths).
Shaded pixels are illuminated by indirect light (from skylight
and light reflected from the wall of the mine) which has a
different wavelength-intensity distribution than direct sunlight
(and, thus, the calibration panel). Indirect light would have
proportionally more blue light (caused by atmospheric scatter-
ing) and more NIR light (caused by scattering of light from
the goethite-rich walls and floor of the mine pit). This may
account for the observed changes in the curve shape of spectra
and increased reflectance offset in the shadowed areas of the
mine face.

Changes in spectral curve shape due to shading caused some
pixels to be classified differently in images acquired at different
times of the day. This was particularly evident for SAM,
where pixels classified as Martite when in direct sunlight are
reclassified as Goethite when they become shadowed. Although
SAM is considered to be invariant to brightness differences, the
present study indicated that changes in reflectance do affect
its performance. Shadow had a lesser impact on the SVM
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than on the SAM classified images, probably because spectra
from T-shadow were included in the training data for SVM.
SAM also had “access” to all of the libraries when comparing
image and library spectra; however, only a small proportion
of the library spectra which had the closest match with im-
age spectra came from T-shadow (the “no shadow” image,
surprisingly, having a largest proportion). This indicates that
spectra from T-shadow were not being preferentially selected
in the classification of the “shadow” image. In practice, it
is very difficult to construct a spectral library of shadowed
spectra because their shape would be influenced by the partic-
ular environmental conditions under which they were collected
(e.g., the relative amounts of absorption and scattering at each
wavelength by the atmosphere and surrounding structures).
The conditions under which spectra in T-shadow were collected
were dissimilar to those of the mine pit at the time of image
acquisition. This may explain why only a small proportion
of the pixels in the image had a best match with spectra in
T-shadow.

Changes in the classification of pixels between the “no
shadow” and “shadow” images fell into two groups, based
on the spectral absorption characteristics of the rocks. Rocks
within each group tended to change classes with other members
of the same group (i.e., the largest percentage changes in
classification tended to occur between members of the same
group). The first group contained rocks with strong ferric iron
absorption features (Goethite, BIF, Chert, and Martite), and the
second group contained rocks which had features associated
with both iron and kaolinite (Kaolinite, Shale, Manganiferous
shale, and Shale 1). Spectral variability within these groups
is smaller than the variability between groups; thus, pixels
change to classes within the same group rather than between
groups. An inherent advantage of SAM is that it removes
variations in brightness caused by variations in illumination or
albedo [13]. However, this can be a disadvantage where the
major discriminating factor between classes is albedo, not curve
shape, as in the case for Martite and Goethite. Our data were
acquired from geological surfaces which were free of surface
moisture. Variability in moisture, like shade, could also have
an impact on classification results. Because effects of moisture
could not be assessed in the imagery, they were not considered
as part of this study.

Although SVM was shown to be superior to SAM in clas-
sifying data from the test libraries, the opposite was found in
the classification of the imagery of the mine face. The poor
performance of the SVM in classifying hyperspectral images
with a model learned from independent training data exempli-
fies a drawback of machine learning techniques. To obtain a
high predictive accuracy, the learned model has to be tuned to
the information available in the training spectra. The generality
of this model when applied to new “unseen” data is hard to
predict. Cross-validation was used to assess generality. In our
experiments, even using parameters optimized through cross-
validation, the best models did not perform as well on the im-
ages. In particular, the RBF kernel, superior in cross-validation,
was outperformed by the first-order polynomial kernel on the
qualitative analysis of the images, suggesting some degree of
overfitting.

Although the RBF kernel is, in theory, very powerful—it
provides a nonlinear transformation that has the linear ker-
nel as a special case—it did not perform significantly better
than the polynomial kernel. This is in stark contrast with
previous research on SVM for hyperspectral classification that
often presented RBF as the best performing kernel [21]. The
poor results for this kernel suggest that a nonlinear mapping
may not be necessary when the number of features is very
large [41].

Another problem for SVM is a change in the distribution of
the input data set from training to testing. This can be caused
by problems in sensor calibration, changes in environmental
conditions, or differences in sensitivity or signal-to-noise ratio
between sensors. The basic assumption for the SVM approach
used here is that there is no shift in the distribution of the data
set from training to testing. The ideal solution would be to
prevent this issue at the stage of data acquisition, but this may be
only possible to a limited extent given the many factors which
might affect the quality of the data. There have been methods
proposed to alleviate the impact of this problem by Quinonero-
Candela et al. [42], who suggest that a simpler model than that
suggested by cross-validation can be more advantageous. Our
empirical results suggest that this is the case. To learn a better
model would also require the acquisition of more training data.
Exploring different learning strategies to cope with data set
shifts is ongoing.

V. CONCLUSION

The use of hyperspectral imagery to identify and map rock
types on a vertical mine face using an independent spectral
library has been demonstrated. Results indicate that any assess-
ment of the performance of classification methods must take
into account changing conditions of illumination. We show that
variations in incident illumination, characteristic of topograph-
ically complex environments, can impact classification results,
overturning established assumptions that techniques based on
spectral angle (e.g., SAM) are insensitive to variations in illu-
mination or albedo. An unexpected but significant finding of
this study is that SVMs perform well when training spectra are
selected from the same population of data that is being classi-
fied (i.e., both these data are acquired using the same sensor and
under similar conditions) but not when they are selected from an
independent library acquired with a different sensor and under
different conditions. This occurred despite careful calibration
of the image data to reflectance. Independent spectral libraries
are central to the success of classifying hyperspectral imagery
without a priori knowledge of a scene. SVMs, in comparison
to conventional methods of classification, are known to provide
superior results. This study, however, demonstrates that further
work is required before SVMs can be systematically applied to
imagery using independent spectral libraries.
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